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Figure 1: (left) The Whirling Innterface enables users to make selections by synchronizing their hand motion with the orbiting
movement of targets. (right) The system consists of five distinct states, each transitioning to the next based on specific conditions

and accompanied by relevant visual and audio feedback.

ABSTRACT

We introduce “Whirling Interface,” a selection method for XR dis-
plays using bare-hand motion matching gestures as an input tech-
nique. We extend the motion matching input method, by introducing
different input states to provide visual feedback and guidance to
the users. Using the wrist joint as the primary input modality, our
technique reduces user fatigue and improves performance while se-
lecting small and distant targets. In a study with 16 participants, we
compared the whirling interface with a standard ray casting method
using hand gestures. The results demonstrate that the Whirling Inter-
face consistently achieves high success rates, especially for distant
targets, averaging 95.58% with a completion time of 5.58 seconds.
Notably, it requires a smaller camera sensing field of view of only
21.45° horizontally and 24.7° vertically. Participants reported lower
workloads on distant conditions and expressed a higher preference
for the Whirling Interface in general. These findings suggest that the
Whirling Interface could be a useful alternative input method for XR
displays with a small camera sensing FOV or when interacting with
small targets.

Index Terms: Human-centered computing—Human com-
puter interaction (HCI)—Interaction techniques—Gestural input;
Human-centered computing—Human computer interaction (HCI)—
Interaction paradigms—Mixed / augmented reality;
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1 INTRODUCTION

The advancement of smartglasses, exemplified by product lines such
as Google Glass, Vuzix Z100, and more immersive extended reality
(XR) headsets like MS HoloLens 2, Meta Quest Pro, and Apple
Vision Pro, has made the technology more compact and suitable
for all-day wear. However, a significant challenge remains in devel-
oping effective input methods tailored to the everyday use of XR
devices. Current interaction techniques for XR, such as touchpads
on the temple, voice commands, or external controllers, all have
their own limitations. While touchpads are well-suited for on-screen
navigation, they are less effective for selecting objects distributed in
3D space. Voice commands can be a suitable choice for launching
applications, and recent research suggests the possibility of silent
voicing for control [28,32]. However, voice may not be the most ap-
propriate modality for selecting specific objects. External controllers
can be powerful, and numerous techniques have been proposed to
select small or distant objects [6, 7]; nevertheless, carrying external
controller on a daily basis is often inconvenient.

Given these challenges, bare-hand input is widely considered
the most natural and convenient interaction method for 3D object
selection [3]. Casting a ray in the direction indicated by the hand
has become a common approach for object selection. However,
according to Fitts’ Law [12], the difficulty of selecting small or
distant objects increases significantly. The quality of hand tracking
also plays a crucial role [4, 8]. In addition, it requires an additional
gesture, such as a tap, pinch, or dwell, to confirm the selection
[17], which does not guarantee success as it can be affected by
tracking loss or self-occlusion. Eye-based pointing and confirming
with hand gestures could be a possible solution, as a user can keep
their hand in a stable position to track. However, gaze-based pointing
has not shown acceptable accuracy for selecting small and distant
targets [47,50]. There were also trials to use multi-modal gaze-hand
input to address this issue [39, 61], but it increases the cognitive
load. In addition, hardware limitations related to form factor, battery



consumption, and price remain a concern. Multi-step selection is
another possible solution [31,53,54], but requires additional attention
or steps, which, although beneficial for precise selection, can be
disadvantageous for quick interactions in everyday life.

In response to these issues, and inspired by the potential of motion
matching interaction methods [19,29, 37,40, 59], this paper intro-
duces the Whirling Interface, a motion matching-based selection
interface for distant object selection. We implemented the Whirling
Interface with user feedback, addressing Norman'’s concerns with
gesture interfaces [44]. The proposed system utilizes motion match-
ing with user’s hand, providing a simple method for selecting distant
targets by mirroring an on-screen orbital motion with hand gestures.

To evaluate the effectiveness of the Whirling Interface, we con-
ducted a comprehensive experiment under varying locations of small
targets. Our result provides a blueprint for assessing the efficacy and
suitability of the Whirling Interface for typical XR usage. Through
our investigation, Whirling demonstrated a high success rate of over
95% in both near (95.63%) and far (95.53%) conditions, with con-
sistent completion times of 5.58 seconds on average, respectively.
At the same time, participants reported that Whirling required less
workload than ray casting for far targets and was competitive for
near-distance targets. Additionally, Whirling required a relatively
smaller and more consistent range of camera sensing field of view
(FOV), averaging 21.45° and 24.7° on the X-axis and Y-axis, re-
spectively. In contrast, ray casting required a larger sensing FOV,
averaging 29.15° and 43.2°. The robustness of the Whirling Inter-
face in handling self-occlusion and minor tracking errors further
contributes to its potential as a reliable input method for XR.

In our discussion, we underscore the potential of the Whirling
Interface as a viable alternative for selecting small or distant ob-
jects, a task of significant importance in the everyday use of XR.
Our findings show that the Whirling Interface offers consistent per-
formance across different display sizes and distances, with users
demonstrating the ability to keep their gesture trajectories steady
despite these variations. Notably, Whirling shows comparable per-
formance to ray casting for near targets while outperforming it for
far targets. Given these advantages, we envision Whirling serving
as an effective method for quick selections or as a complementary
technique alongside traditional selection methods.

We can summarize the contributions in three parts. First, we de-
signed the Whirling Interface, which extends the motion matching-
based selection technique to interface with feedback and confir-
mation features. Second, we conduct a comparative performance
analysis of the Whirling Interface with the ray casting technique, pro-
viding valuable insights into the effectiveness of motion matching-
based selection. Third, we investigate the advantages of the Whirling
Interface in terms of sensing capabilities, highlighting its robustness
in handling self-occlusion and minor tracking errors. Our findings on
Whirling may inform future research on XR experiences, particularly
with smaller targets or XR devices with sensing constraints.

2 RELATED WORK
2.1 Input Methods for Smartglasses/XR devices

Smartglasses often use a touchpad on the temple for interaction, as
seen with commodity devices such as Google Glass and Vuzix Blade,
but this method has limitations beyond basic screen navigation. To
address this issue, attempts have been made to extend the touchpad
functionality through the use of swipe gestures [24,67] or by adding
other modalities such as voice or gaze [1].

Concurrently, research into the use of gestures employing inertial
measurement units (IMUs) integrated within smartglasses has also
been undertaken. This exploration includes head gestures [65, 66],
or combining head gestures with movements from other body parts
to mitigate false positive errors [36].

Hand tracking, as proposed by early research in augmented reality
[57], is arguably the most natural form of input. Recent commodity
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devices have incorporated hand tracking features and continue to
improve on them. Studies have explored implementing hand tracking
using monochrome cameras [25] or multiple views to extend the
field of view (FOV) and address self-occlusion [26]. Yet, interacting
with virtual objects requires further steps, such as grasping gesture
detection [2] or adding an appendage to prevent occlusion by the
fingertip [58]. Therefore, hand tracking to interact with small and
distant objects necessitates precise tracking and detection to provide
a usable experience.

2.2 Object Selection at a Distance

Various techniques have been extensively explored in the literature
for the selection of distant objects [49]. Among these, ray casting
emerges as a straightforward approach akin to using a laser pointer
in the physical world [23, 60]. However, ray casting suffers from
certain limitations, including issues with precision and the Heisen-
berg effect [63], which make it challenging to select small objects
located at a distance and when selecting between multiple closely
positioned objects. IntenSelect+ combines score based selection
with intention to overcome these limitations [33]. However, the pres-
ence of intervening objects can obstruct the path of the ray, which
requires additional methods to select objects located behind oth-
ers [7,68]. Other hand-based object selection techniques such as
Go-Go [48], HOMER [11], scaled-world grab [43] are also common
in the HCI and VR literature. However, Go-Go may have limita-
tions due to the limited range of hand movement, while HOMER
may face challenges related to occlusion when multiple objects are
present. Scaled-world grab may encounter difficulties when manipu-
lating virtual objects that are significantly larger or smaller in scale
compared to the user’s hand. Researchers also explored multimodal
techniques such as combining gaze with hand [38, 61], gaze with
head [35,50], or gaze with voice. However, challenges arise in coor-
dinating and integrating multiple modalities, managing user fatigue
and cognitive load, and addressing environmental factors that can
affect performance. Additionally, the learning curve and complexity
simultaneously pose considerations for user training and guidance.

2.3 Display-Guided Interaction

The concept of identifying a user’s intended target without directly
pointing has been explored repeatedly. An early exploration of this
concept involved studies of continuous user input to detect the in-
tended object [18] and motion pointing with a mouse [45].

As wearable computing devices became popular, research has
increasingly focused on gaze-based interactions. The pioneering
work of Vidal et al. [42] introduced the concept of selecting items
by tracking eye gaze. Later, Esteves et al. [21] demonstrated the
effectiveness of gaze interaction with smartwatches, establishing the
robustness of motion matching with false positive errors. Further ad-
vances in gaze-based smooth-pursuit interaction have allowed larger
targets [46], combined with eye-typing [5]. In addition, there were
studies to expand the understanding of smooth-pursuit interactions,
Gafna et al. explored performance with various target speeds and
trajectories [16], and Esteves et al. compared with other methods
such as clickers and dwell in studies [20].

Numerous studies have explored the adaptability of different de-
vices to varying contexts, such as virtual reality inputs for gaming or
selecting occluded objects [30,56]. Research has also been extended
to the use of electrooculography (EOG) sensors, a cost-effective
alternative to vision-based eye-tracking modules [15,55]. Esteves
et al. demonstrated the viability of head movement-based interac-
tions in augmented reality headsets [22]. MatchPoint presented an
approach that allows spontaneous spatial interaction across vari-
ous devices [14]. This approach has been further customized for
smartwatches, employing gestures such as rotation [34], swing [64],
and magnet-detected thumb movements [51] to follow targets. The
domain of mobile devices has also witnessed the implementation
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of display-guided interactions, facilitated by tapping [10] or touch
gestures on the screen [19]. When it comes to hand-based motion
matching interaction, PathSync [29] and TraceMatch [13,37] have
shown potential using a computer vision-based tracking system,
while WaveTrace [40] demonstrated applicability using a smart-
watch.

However, the emphasis in these works was on exploring the new
input modality where feedback was not a priority. This lack may
result in potential problems as users had to perform gestures with-
out feedback for approximately three seconds (lack of feedback
while performing the gesture in gesture interfaces is highlighted as
a problem by Norman [44]). For this reason, we plan to investigate
hand-based motion-matching interaction feedback as part of the in-
terface, which aligns with Norman’s principles for gesture interfaces
and only requires a single head-worn XR device.

3 INTERACTION METHODS

As hand tracking technology has matured, hand-based midair inter-
actions have become increasingly prevalent. Many companies are
now introducing XR headsets that incorporate hand interactions,
as one of most intuitive interaction techniques that do not require
any external devices apart from the headset itself. However, when
it comes to small or distant targets, challenges arise. Several ap-
proaches have been proposed to address these challenges, primarily
by introducing additional steps [54] or modalities [39,61]. Although
these modifications can improve precision, they can potentially con-
flict with Norman’s principles on gesture interaction [44]. Norman
emphasized that gestural systems should provide feedback, clear
cues for possible actions, and guidance. Taking this into consider-
ation, we decided to use a ray casting system that addresses these
principles and create a motion-matching interface that adheres to the
principles.

3.1

First, as a guide, we enable a hand-initiated line ray whenever the
device detects the right hand. We opt for a straight line pointer due to
its directness and simplicity compared to alternative options like the
sticky or curved ray with scoring the target object [33]. To further
enhance user interactivity, we implemented a visual highlight on a
target when the ray intersects with it, clearly indicating potential
interaction points. As users start to finalize the input with the gesture,
the ray changes its texture from a dotted line to a solid one, while
simultaneously reducing the size of the intersecting point circle,
serving as real-time feedback. For the concluding gesture, we de-
cided on the “pinch” gesture. It is widely preferred by numerous
companies because of its self-haptic feedback, rendering it more
instinctive compared to gestures that lack this feedback, like air
tap or push. Furthermore, research has indicated that it boasts the
highest bits-per-second (bps) [17]. To implement an undo function,
we confirm the input once the pinch gesture concludes when the
fingers separate. This technique allows users to negate unintended
activation by simply moving the ray out of the target before ending
the pinch.

As for the toolkit to detect hand pointing and pinch gestures, we
used the Mixed Reality Toolkit (MRTK) with Microsoft HoloLens 2.
All our design elements were compatible with the features available
in MRTK version 2.7.3!. Our pilot tests confirmed its accuracy in
both pointing and pinching.

Ray casting

3.2 Motion Matching: Whirling Interface

Motion matching input is a selection technique activated when the
user matches the movement of their input modality with moving
targets. It originates from intuitive selection with smooth eye pursuit

I Buttons MRTK?2  ,https://learn.microsoft.com/windows/
mixed-reality/mrtk-unity/mrtk2/features/ux-building-blocks/button
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movements [21] and now extends to hand motions [29], or touch
gestures [19].

We aimed to build an interface for the motion matching method
and focused on improving the interactivity. We introduced five in-
teraction states, ensuring flexibility and user-friendliness, with an
included cancel or confirmation step - mirroring the same number
of steps in the ray casting method we employed. Furthermore, we
leveraged an adaptive time window mechanism that activates when
user intent is detected, providing a responsive, real-time interaction
experience. The subsequent sections will provide a more in-depth
look at the design considerations and technical details of our system,
termed the “Whirling Interface”.

3.2.1

Input modality. We strived to design an input method that does not
require an external controller, as more and more XR headsets rely on
vision-based hand tracking. Our design does not include eye-gaze or
head tracking, and several considerations led us to this decision. Pri-
marily, recognizing interactive elements without visual cues poses
a challenge to the user. In cases where cues like cursor guidance
or target illumination are provided, users still need to execute extra
gestures to initiate input. Otherwise, these interactive indicators may
pop up even when interaction is not intended, potentially intruding
on the user’s experience. Secondly, including the hand-based, all ray
casting selection methods relies on the tracking quality. Commod-
ity devices typically employ infrared cameras for tracking, which
can be problematic in outdoor environments due to interference
from sunlight [41]. Moreover, when dealing with distant targets, any
tracking errors or hand jitter are amplified by the ray casting method,
making it difficult for users to accurately select the intended target.
This can lead to increased user frustration and reduced performance,
hindering the overall usability of the system. In addition, requiring
users to repeat head or eye movements for target selection can be
demanding loads, impractical, and does not promise accurate selec-
tion for small targets. To address this issue, hand gestures are widely
used to finalize the selection process. However, this approach still
relies on dual modalities, such as combining head or eye movements
with hand gestures, which can increase interaction costs. The use
of multiple modalities may result in a higher workload for users,
potentially affecting the overall efficiency and usability of the sys-
tem. Therefore, it is essential to explore alternative input methods
that minimize the reliance on dual modalities while maintaining or
enhancing user performance.

Hand-based interactions offer inherent advantages for repeated

use, as they are familiar, intuitive, and natural for users. We specif-
ically chose to utilize the wrist joint instead of finger joints due to
its greater stability during tracking losses, which are often caused
by self-occlusions from the egocentric viewpoint of the camera. The
wrist joint provides a more reliable and consistent input compared
to finger joints, as it is less likely to be occluded by other parts of
the hand or the user’s body. This stability is crucial for maintaining
accurate and precise input, especially in scenarios where the user’s
hands may obstruct the camera’s view.
Feedback. We placed a single orbital target on the same orbit to
avoid confusion during interaction. To ensure that users have a clear
understanding of their performance, we have implemented a system
with three different feedback states. These states indicate whether
the user is able to interact with the target, is performing well, and
can finalize or cancel the selection as illustrated in Fig. 1.

The first feedback appears when the user’s hand is detected on
the device. The system starts showing the moving orbit around the
target. Then, the second feedback is to give guidance that they are
performing well by changing the orbit’s size. When the maximum
correlation coefficient of targets (Cy,qx) exceeds the minimum thresh-
old, the orbit that shows the maximum coefficient changes its size
according to the coefficient value. Finally, when C,,,x exceeds the

Design
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higher threshold, the target starts blinking to inform the user that
it will be selected in a few seconds. If the blinking target does not
match the user’s intent, the user has the opportunity to cancel the
input. At the same time of the blinking start and end, we added
auditory feedback to ensure the user, even if the blinking selection
is not in their view. Our design addresses one of Norman’s gesture
interface critiques by meticulously curating feedback mechanisms.
It ensures users consistently understand their interaction progress
and can effortlessly correct their actions if necessary.

3.2.2 Techniques

As the orbital movement of the target varies on a 2D plane, we chose
to use only the X and Y axes of the tracked hand. The idea behind
this decision was to create a system that could be easily used on
various devices, even those without built-in hand-tracking capabili-
ties. By focusing on 2D hand position tracking, our approach can
be implemented using open-source software like Google MediaPipe
using a single front-facing camera.

The system collects the position of the right wrist in relation to
the user’s head. This strategy was implemented to minimize tracking
complications arising from user movement and to cater to situations
where the user may be in motion, such as walking. Similarly, we
decided to use a displayed position coordinate anchored to the de-
vice instead of a position based on real-world coordinates for the
orbital target. This choice allows for a consistent target position
relative to the display, regardless of the user’s location or orientation
in the physical environment. To synchronize user input and target
movement, we collected user input by matching the display frame
timestamps, ensuring that the input and target positions correspond
to the same moment. Then, we calculated the Pearson correlation
coefficient for each axis and used the average value for detection.

To enhance the system’s responsiveness while reducing false
activations for motion matching input, we made several technical
modifications. Firstly, to ensure immediate feedback about perfor-
mance, we chose to use a relatively short sliding time window
(Timewindow,,;,) of 1 second. Using a shorter window can increase
responsiveness, but it also increases the risk of false positive errors,
particularly when the system displays multiple orbits simultane-
ously. It is possible to have highly similar movement patterns when
focusing on a small time window. Fig. 2 shows an example of the cor-
relation coefficient calculated using different sliding time windows.
The bold blue line represents the target, while the others represent
the 11 targets displayed simultaneously. As depicted, the middle
plot, with a one-second window length, shows that the correlation
coefficient of a non-intended target exceeds that of the intended
target at around 1.5 to 2.0 seconds. Using a longer window of 3
seconds shows a stable correlation tendency but requires the user to
wait for initial feedback. This limitation can potentially lower the
system’s responsiveness and negatively affect the user experience.

To counteract false positives, we implemented a dual-threshold
system with an adaptive sliding time window. When the correlation
coefficient surpasses a lower threshold (THRE,,,,), it is counted as
an intended trial, and the time window for calculation expands up to
the upper limit of the time window (Timewindow,,g,). This adaptive
approach helps the user reach the higher threshold (T HRE ,4) by
extending the time window as more time passes. Nevertheless, the
lower threshold can still result in false intentions during actions such
as raising a hand or gesturing for content searching. To mitigate this
issue, we introduced a root mean square (RMS,,;) threshold to fil-
ter out these unintended actions. Additionally, certain user gestures
could resemble multiple orbital movements when performed with
similar periods and phases. To address this, we assess the differ-
ences between the maximum correlation coefficient (C,,y) and the
second-highest coefficient (Cy,,4) at the final phase of the gesture. If
the difference is below a certain threshold, the gesture is considered
ambiguous and is not recognized as a valid input. Finally, we pro-
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Figure 2: Each graph shows the correlation coefficient for the main
target as a bold blue line, while the other 11 targets are displayed
in various colors. The top graph features an adaptive time window
ranging from 1 to 3 seconds, while the bottom two graphs show fixed
sliding time windows of 1 and 3 seconds. The timeline indicates
when the device starts to track hands.

vided a 1.5-second confirmation time (At) from the last threshold
check to the final confirmation. This delay allows users to undo their
input if needed, enhancing the interface’s flexibility and user control.
These procedures, along with the corresponding feedback changes,
are outlined in Fig. 1.

4 EXPERIMENT

Through the experiment, we aimed to compare the performance of
two input methods on the same device and hand-tracking system, ob-
serve user movements, and identify potential areas for improvement.
The experiment was conducted in a controlled lab environment using
a within-subject design. We recruited 16 right-handed participants
(9 male, 7 female) through a university online noticeboard. Partici-
pant ages ranged from 18 to 28 years (M = 23.4,5SD = 3.2). Prior
experience with smartglasses, including XR headsets, varied: five
participants had no previous experience, ten had used them less than
three times, and only one more than ten times. Regarding bare-hand
input experience, 12 participants had no prior experience, three had
tried it less than three times, and one used it regularly.

4.1 Apparatus

We used the Holographic Remoting Player? to connect the HoloLens
device to a PC via an external network router and collected data
on the PC. For both methods, we adapted the color of the MRTK’s
circular button to green for clarity which lowers visual stuttering
from the color-sequential display of Microsoft HoloLens 23.

We extracted the wrist joint data from the MRTK and estab-
lished the lower and higher thresholds at 0.75 and 0.85. We did not
run personal fitting for neither hand pinch gesture nor Whirling,
so the thresholds are set by the most used threshold in previous
research, 0.80. We provided two different gesture speeds, 180
and 240°/sec, which require 2 and 1.5 seconds per cycle. For the
variation, we used three different phases (0°, 120°, and 240°) in
two directions (clockwise and counter-clockwise). This strategy
generated a set of 12 potential gesture settings for the experi-
ment. For other parameters used in Whirling, we did not tune

2Holographic Remoting Player: https://apps.microsoft.com/
detail/9nblggh4sv40

3Color, light, and materials: https://learn.microsoft.com/windows/
mixed-reality/design/color-light-and-materials
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(b) Far: 2 meters

(a) Near: 1 meter

Figure 3: The experimental setup for both the ‘Near’(a) and ‘Far’(b)
settings are depicted in these images, which were captured from the
device. These images are representative of the device’s specified field
of view (FOV) of 64.69°, as detailed in its technical documentation.

per participant and used values selected by the pilot study as fol-
lows: RMSyy, = 0.001, Timewindow,;, = 1.0, Timewindow,x =
3.0,At = 1.5,THRE;;, = 0.75,THRE,; = 0.85. In the experi-
ment, as the target rotates, we chose the target from the combination
of speed and directions, which resulted in four possible targets.

In each trial, we displayed and tested 12 targets, each 48mm in
size, positioned 1 and 2 meters away from the user. These distances
corresponded to target display sizes of approximately 2.75° and
1.38°, respectively. Assuming that buttons are anchored on objects
and users can interact with them directly or indirectly from a dis-
tance, we followed the manufacturers’ recommended sizes. MRTK
suggests a minimum size of 32mm for direct input and 1° for ray
or gaze interaction®. Similarly, Apple visionOS recommends a min-
imum button size of 44mm°. By adhering to these guidelines, we
ensure that our target sizes are representative of real-world use cases
and are suitable for both direct and indirect interaction methods.

4.2 Procedure

We conducted an experiment with four sessions involving two dis-
tance variants and two methods. The sequence of these sessions was
balanced using a Latin square. Before the experiment, we informed
the participants about both methods and gave them the opportunity
to freely experiment with targets placed at 1.5 meters, the middle
distance of the two experiment settings. After the free trials, the
participants performed rehearsal trials at the same 1.5 meters setting,
with three to five attempts for each method.

In the pilot testing, we observed that participants often uninten-
tionally raised their hands before they found the targets, which could
potentially impact the data. To address this, we instructed partici-
pants to rest their hands on the chair armrest before the trial and
concealed targets. After a countdown, the targets were revealed, and
then the trial began. While the targets were not initially displayed,
they were all conveniently visible without the need for extensive
searching.

Each display position was tested with two different speeds in both
directions of Whirling. For ray casting, we ran four trials per position
to balance the number of trials with Whirling. This requirement
resulted in a total of 48 trials per session. To prevent participant
fatigue and frustration, any trials that could not be completed within
15 seconds were counted as failures.

Following each session, participants completed a NASA Task
Load Index in Raw TLX form [27]. At the end of the four sessions,
a post-experiment interview was conducted, collecting data from the
social acceptability survey [52] and asking for general preference
between the two methods.

4Button - Mixed Reality https://learn.microsoft.com/windows/
mixed-reality/design/button

SButtons — Apple Developer Documentation https://developer.apple.
com/design/human-interface-guidelines/buttons
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4.3 Result

We collected data on the success rate and completion time for each
trial, as well as user feedback on their preferences and perceived
workload. This data was analyzed using a two-way repeated mea-
sures ANOVA to assess success rate and completion time. In our post-
hoc analysis, we used a permutation test with Benjamini-Hochberg
correction and an alpha value of 0.05 to determine significance. We
utilized a one-tailed permutation test [62]. First, we grouped the
results of each participant in the four settings, resulting in sixteen re-
sults per setting. Then, we randomly shuffled these sets within each
setting and calculated the difference in means of the shuffled pairs.
We repeated this process for 10,000 times, counting the differences
that surpassed the original paired set to determine if the difference
was significant.

4.3.1

Unfortunately, we could not find an effect on the success rate through
repeated measure ANOVA. However, the success rate of ‘Ray cast-
ing Far’ showed a relatively low value (M = 86.58,SD = 15.48) on
average. ‘Whirling Near’ showed the highest rate (M = 95.63,SD =
6.46) followed by ‘Whirling Far’ (M = 95.53,8SD = 5.74) and ‘Ray
casting Near’ (M = 93.59,SD = 7.64). Fig. 4 illustrates the suc-
cess rates for each method at different target distances, with error
bars representing 95% confidence intervals and asterisks indicating
statistically significant differences between the two methods. We
also calculated the success rate across different display positions.
Fig. 5 illustrates the average success rate for each position, which
geometrically corresponds to the displayed positions from the user’s
perspective, as shown in Fig. 3.

We investigated the types of errors observed for both ray cast-
ing and Whirling. In the case of ray casting, there were no false
triggered inputs, but all errors were made by timeout. We could
find both false target activation and timeout errors for the Whirling.
The timeout error rate for “Whirling Near’ (M = 2.55%,SD = 4.35)
and ‘Whirling Far’(M = 2.80%,SD = 4.95) showed higher value
than false activation error (Near: M = 1.81%,SD = 3.22 / Far:
M =1.68%,5SD = 2.006).

We also counted the number of pending attempts per successful
trial for Whirling, as participants could correct their target before
confirmation. On average, the pending counts were 1.08 (SD = 0.08)
for Near targets and 1.12 (SD = 0.09) for Far targets. The maximum
number of attempts in a trial was 3. In the Near distance condition,
92.4% of the trials were completed on the first attempt, 7.2% on
the second attempt, and 0.4% required a third attempt. For the Far
distance condition, 88.8% of the trials were completed on the first
attempt, 10.5% on the second attempt, and 0.5% on the third attempt.

Success Rate

4.3.2 Completion Time

For the completion time analysis, we included only successful trials
to prevent timeout failures from skewing the data. Successful trials
encompassed those with multiple attempts across both methods. We
measured the total time, including canceled selections, until the
participant successfully completed the task. This approach allowed
for a fair comparison between the two techniques, accounting for
their unique characteristics and Whirling’s ability to correct target
selection before confirmation.

From the ANOVA, the method did not show the effect, but
significant effects were found on distance (F(1,15) = 32.61,p <
.001,1m2 = 0.244) and interaction (F (1,15) = 25,49, p < .001,n2% =
0.219). During hypothesis testing, we identified significant find-
ings. ‘Ray casting near’ was notably faster than ‘Ray casting far’
(Paaj < -001), “Whirling Near’ (pyy; = .001), and ‘Whirling Far’
(Paaj < -001). Furthermore, “Whirling Near’ performed quicker
than ‘Ray casting far’ (p,q; = 0.008). “Whirling Far’ also showed
a faster completion time than ‘Ray casting far’(p,q; = 0.011).
However, the difference between ‘Whirling Near’ and ‘Whirling
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Figure 5: The success rates for each method and target size are
distributed according to the presented display position. Each cell
contains the results of the trial conducted at that particular position.

Far’ was rejected. The results revealed that the ‘Ray casting Near’
(M = 4.36,SD = 1.20) showed the fastest completion time, fol-
lowed by ‘Whirling Near’ (M =5.53,SD =0.51) and ‘Whirling Far’
(M =5.62,SD=0.64). ‘Ray casting far’ (M =6.83,SD = 1.82) had
the slowest completion time. Completion times for each distance
and method are presented in Fig. 4 as boxplots with 1.5 interquartile
range and asterisks indicating statistically significant differences.
Following the success rate, we calculate the completion time across
different display positions. Fig. 6 shows the average completion time
on each position across all trials.

4.3.3 Hand position and sensing FOV

We collected hand positions during trials to investigate user behav-
ior and required sensing capability. Following Whirling’s reference
point, we gathered the wrist joint of the right hand using the left-
handed Cartesian coordinate system, which follows the conventions
of Unity. For the analysis, we used data from successful trials, the
same as the completion time analysis, and we used positions of the
last three seconds to avoid noise from starting movements. Average
positions were calculated as the arithmetic mean of wrist coordi-
nates per trial, representing the central tendency of hand position.
Sensing field of view (FOV) was determined by measuring the angle
between the device and wrist, then finding the range from minimum
to maximum for each trial, revealing the extent of hand motion.
For the horizontal sensing FOV, we could reveal a significant
main effect on the method (F(1,15) =76.09, p < .001, n= = .208)
and interaction (F(1,15) = 28.00, p < .001, ng = .040), but not
in distance. In post hoc analysis, all combinations show signifi-
cant differences except for the distance difference within the same
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Figure 6: The completion times for each method and target size are
distributed according to the presented display position. Each cell
contains the results of the trial conducted at that particular position.

method. Similar to horizontal, on the vertical sensing FOV, we could
reveal a significant main effect on the method (F(1,15) = 111.06,
p < .001, 12 = .461) and interaction (F(1,15) = 54.59, p < .001,
112 =.132), but not on distance. In post hoc for vertical, we could
also find all combinations have significant differences but between
Whirling with different distances. These results indicate that the
method significantly influenced both sensing FOV, and this effect
varied depending on the distance condition, despite distance alone
not having a significant main effect. Regarding the sensing FOV,
we found that participants utilized a wider vertical range than the
horizontal range for all distance and method combinations. Fig. 9
shows the average and standard deviation values with significance.

4.3.4 Subjective responses

To investigate the perceived workload, we utilized Raw-TLX. Re-
peated measures ANOVA and paired permutation tests with cor-
rection were performed, which was consistent with other results.
The ANOVA results showed significant main effects of method
(F(1,15) = 7.01, p = .018, n? = .074) and distance (F(1,15) =
9.55, p = .007, n% = .059), as well as interaction (F(1,15) =
9.68, p = .007, n§ = .039). In the post hoc permutation test, re-
sults displayed that ‘Ray casting Near’ (M = 37.2,SD = 22.3),
‘Whirling Near’(M = 34.0,SD = 21.1), and ‘Whirling Far’ (M =
36.0,SD = 17.5) had comparable scores, while ‘Ray casting far’
(M = 55.1,SD = 20.3) was significantly higher than the rest. In sta-
tistical terms, ‘Ray casting far’ had a notably higher Raw-TLX score
than “Whirling Near’ (pyq; = .001), ‘“Whirling Far’(p,q; < .001),
and ‘Ray casting near’ (pq; < .001).

However, no significant differences were detected between the

Authorized licensed use limited to: Korea Advanced Inst of Science & Tech - KAIST. Downloaded on February 13,2025 at 11:32:36 UTC from IEEE Xplore. Restrictions apply.



Ray casting Whirling
80 A Near [ Near
3 Far ‘ I Far
60
A 40
<
3 0

9.8 12.6 -237 -253 40.0 45.7
(5D:6.5)(D:4.1) (SD:7.2)(SD5.4) (SD9.6{SD:118)

X Y A X Y Z

129 123 -153 -11.6 38.8 36.7
(5D:4.6)(SD:3.9) (SD5.8)(SD:6.4) (SD:0.4)(5D:123)
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Figure 8: Distribution of hand positions during Whirling per partici-
pant. Average X-Y coordinates are indicated by points, and standard
deviations are shown in ellipses.

methods for social acceptability counts. For locations, Whirling
scored slightly higher (M = 3.00, SD = 1.67) than ray casting (M =
2.88, SD =1.02). In terms of audience, ray casting received a slightly
higher score (M = 4.75, SD = 1.34) than Whirling (M =4.44, SD =
1.67). Despite these minor differences in social acceptability scores,
a majority of the participants, 10 out of 16, expressed a preference
for the Whirling technique over ray casting in a general context, with
the remaining 6 participants favoring ray casting.

5 DIsSCuUsSION

The results indicate that Whirling Interface is more beneficial than
ray casting when interacting with distant targets. Although Whirling
exhibited slower completion times compared to ray casting for closer
targets, it surpassed for the farther distances. Furthermore, Whirling
demonstrated consistent performance across distance and display
position, both in terms of overall completion time and success rate,
indicating its potential for a more consistent user experience. Based
on the comparison study results, our discussion is divided into three
main themes: (1) the role of input states as an interface, (2) the
advantages of sensing, and (3) addressing limitations and future
directions. Our objective is to provide a thorough understanding
of the implications and identify opportunities to advance motion
matching as an interface for XR displays.

Importance of input states. Expanding on motion matching selec-
tion, we enhanced our interface by modifying the input modality and
introduced feedback-driven input states to improve interactivity. We
also added a cancellation feature for mis-targeted selections, crucial
for gestural interfaces. These enhancements were underpinned by
our modified detection technique.

Our study revealed that approximately 18% of trials required
multiple attempts to succeed, underscoring the importance of the
cancellation function in motion-matching interfaces. It could be
thought that using Whirling often requires multiple attempts, which
the user could feel disturbing. However, subjective responses indi-
cated that participants easily adapted to our input system such that
the repeated attempts did not affect the experience much.
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While our current parameters were based on limited pilot testing,
there is potential for further optimization through refinement and
the application of machine learning techniques for state transitions,
potentially replacing our current multiple thresholding approach.
Notably, Whirling’s completion time includes a 1.5 second pending
period for potential cancellations. This duration could be dynami-
cally adjusted based on user performance, target number, and input
confidence level, potentially expediting the process.

Despite areas for potential improvement, our successful results in-

dicate that the Whirling Interface can serve as a solid foundation for
implementing motion-matching-based selection methods in gestural
interfaces.
Advantages of sensing. The ray casting technique presents sev-
eral challenges, such as difficulty in understanding the cause of
failed pinch gestures and performance dependence on tracking res-
olution or non-trackable areas due to limited sensor field of view.
Additionally, minor errors can cause substantial targeting discrepan-
cies when interacting with distant objects. These limitations could
also be found from our study. As the wrist is often positioned at
a greater depth relative to the sensor when aiming at more distant
objects, inaccuracies may arise from limitations in tracking resolu-
tion. Furthermore, when pointing at greater distances, the wrist may
be partially occluded by the arm, and the posture becomes more
difficult for the user to maintain. These factors may partially explain
the subpar performance of ray casting at greater distances.

Moreover, several participants expressed dissatisfaction with the
unlimited length of the ray in the ray casting method. They found it
particularly bothersome as the ray constantly adjusted its size when
facing a target, especially at the boundaries, causing visual distur-
bance. This sentiment seems to contradict findings from previous
research [9]. However, this perceived drawback can be interpreted
as an advantage in the context of the Whirling method, which does
not rely heavily on spatial cognition, a crucial factor in ray casting.

Interestingly, our experiment revealed that Whirling exhibited
consistent performance across two target distances and outperformed
ray casting in the Far setting. As shown in Fig. 5 and Fig. 6, Whirling
maintained steady success rates and completion times across dif-
ferent positions in the user’s visual field. This result indicates that
users can mentally coordinate synchronous movements and execute
gestures consistently regardless of the target’s size and position.
Moreover, Whirling’s performance is likely unaffected by target size,
provided the user can perceive the target movement.

Whirling offers several additional advantages. It operates within a
smaller sensing field of view and maintains consistent performance
across target positions. Being a wrist-based method, it avoids self-
occlusion issues. Minor inconsistencies, such as jittering or transient
tracking loss, have minimal influence on its performance. These
benefits could become more pronounced when using fewer sensors,
less accurate sensors, or in outdoor conditions with lower tracking
accuracy due to solar interference. In addition, vision-based hand

Authorized licensed use limited to: Korea Advanced Inst of Science & Tech - KAIST. Downloaded on February 13,2025 at 11:32:36 UTC from IEEE Xplore. Restrictions apply.



Figure 10: Whirling Interface concept in a museum. Small whirling
buttons select information on distant locations, minimizing visual
distraction compared to larger interfaces.

tracking could potentially be replaced with IMU sensors or radar, as
our experiment showed that users could effectively mimic the orbit.
Subjective responses. When participants first saw the Whirling
method, they expressed concern that it may be difficult. However,
at the end of the experiment, they believed that the method was
superior to ray casting. This qualitative observation is supported by
the quantitative NASA-TLX scores, which show that Whirling for
both near and far targets had less workload than the far condition for
ray casting. A similar workload was reported for ray casting for near
targets as for all Whirling targets. One of the participants reported
that because Whirling has feedback, it informs their performance,
which helps learning. In contrast, the pinch gesture required for ray
casting was difficult to learn by just success or failure.

As evidenced in Fig. 7, we noticed a uniformity in the execution
of the Whirling gesture by the participants, whether the target was
near or far. Participants were able to align the movement of their
hands with the target relatively well, demonstrating that the size of
the target does not influence the ability to match movements. Indeed,
even with variations in target size, users were able to maintain
consistent gesture dimensions.

Participants were not specifically guided to make their gestures
smaller; they were allowed to perform according to their preferences.
Interestingly, five participants managed to execute the Whirling
gesture within a diameter of approximately 10 cm. This finding
indicates the potential for Whirling to work with smaller gestures,
which could enhance its social acceptability.

Applications. Practically, Whirling could serve as an alternative se-
lection method in certain scenarios or integrate with button-based in-
terfaces. For instance, imagine walking through a museum equipped
with smart glasses; rather than needing large buttons or moving close
to an object to make a selection, users could simply select an aug-
mented name tag of an exhibited object by performing a Whirling
gesture. Alternatively, Whirling could be combined with traditional
selection techniques to enable interaction with significantly smaller
buttons, providing quick shortcut menus. Since Whirling is tolerant
to small perturbations, it may be possible to select a target with
Whirling while walking toward it.

Limitations And Future Work. Both ray casting and Whirling have
the potential for improvement, and the optimal choice depends on the
specific context. Further comparisons are necessary to understand
their strengths and weaknesses fully. ‘Ray casting’” performance
could be enhanced through attention modeling or modern pinch ges-
ture detection techniques, which could also be applied to Whirling.
Whirling could potential improve reaction time or accuracy through
machine learning such as the Siamese network to calculate correla-
tion.

We did not conduct a comparative study with an input method that
combines eye tracking for target setting and pinch for confirmation,
a well-known technique adapted by Apple Vision Pro. This decision
was made for several reasons. First, many VR headsets or smart
glasses do not feature an eye-tracking module, and research papers
reported that they are not fit for small target selection. Still, we could
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have combined head movement with the pinch gesture. However,
we chose not to do so, as it does not fully adhere to Norman’s
fundamental principles. Our focus is on scenarios involving the
everyday use of smart glasses, where multiple interactable objects
are likely present. This scenario could highlight numerous potential
interactable targets, potentially bothering the user with animations
or false activations. Consequently, we concentrated on hand input
exclusively, which explicitly signals the intention to make an input
by raising the hand. Nonetheless, the Whirling Interface could be
extended by substituting hand tracking with a smartwatch’s IMU. In
such a scenario, some external activation, like the hotword of voice
input, might be needed. In this case, a comparison with head (or eye)
plus pinch input could be a feasible future direction. However, there
are some possible ways to combine an accurate eye-tracking system
and an intention recognition system to address our concerns. It could
be a possible way to compare them. There is research adapting
intention prediction with ray casting to improve user experience. For
this reason, combining an intention-based threshold on Whirling and
comparing it with ray casting will be an important future work.

Another important consideration is the scalability issue. Unlike
traditional pointing techniques where throughput (TP = ID,/MT)
can be calculated using Fitts” law (ID, = log,(D/W, + 1)), the
Whirling Interface is not significantly affected by distance (D) or
target width (W,). This unique characteristic makes it challenging
to estimate the system’s throughput using conventional methods.
Nevertheless, there are other potential difficulty factors beyond tar-
get size and distance. For instance, an increased number of targets
can reduce the distinction between the designated target and oth-
ers, thereby increasing input difficulty. Additionally, while we only
tested two speeds in our study, other speeds might prove more chal-
lenging to follow. Consequently, modeling an index of difficulty
(ID) for the Whirling Interface remains a crucial task to ensure its
widespread adoption, similar to traditional pointing methods.

The current study did not test Whirling’s performance in scenarios
involving user mobility or occupied hands, where ray casting would
likely be infeasible. Future work should explore these contexts, as
Whirling has the potential to function effectively in such situations.

6 CONCLUSION

We introduced the Whirling Interface, a novel bare-hand input
method for XR displays using motion matching. Our comparative
study with ray casting revealed that the Whirling Interface offers
superior accuracy, consistency, and completion time for small or
distant objects. It improves upon previous motion-matching methods
by incorporating distinct functional input states and features flexible
sensing requirements. Moreover, an advantage of Whirling is the
number and type of sensors that may successfully sense the required
movement. As we continue to explore and refine this interface, we
anticipate that it will play a substantial role in shaping the future of
XR interfaces for everyday use.
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