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Abstract

This paper reports that the time-domain accuracy of bare-
hand interactions in HMD-based Augmented Reality can
be improved by using finger contact: touching a finger with
another or tapping one’s own hand. The activation of input
can be precisely defined by the moment of finger contact,
allowing the user to perform the input precisely at the de-
sired moment. Finger contact is better suited to the user’s
mental model, and natural tactile feedback from the fin-
gertip also benefits the user with the self-perception of the
input. The experimental results revealed that using finger
contact is the preferred method of input that increases the
time-domain accuracy and enables the user to be aware of
the moment the input is activated.

Author Keywords
Augmented Reality; 3D Gesture Interaction; Time-domain
Input Accuracy; Passive Haptic Feedback; Finger Contact

CCS Concepts
*Human-centered computing — Gestural input; Mixed /
augmented reality; User studies;

Introduction

While the increasing popularity of Head-mounted Displays
(HMDs) have opened up new possibilities of developing
more abundant interaction methods for Augmented Reality
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Figure 1: Experimental conditions.
(a) Air Tap gesture, (b) Finger Tap
gesture, (c) Physical Button.

(AR), little has been studied on what types of input inter-
actions are efficient for HMD-based AR. Since the basic
input method can affect user experience, user performance,
mental model, and the form of applications, new computing
environments like HMD-based AR especially should have
well-established fundamental interactions.

Bare-hand gesture interactions have an advantage in that
users do not need to hold handheld devices, and therefore
can perform interactions whenever and wherever they want.
However, most of the gestures currently used in HMD-
based AR have a vague definition of the input activation
point. For example, Air Tap, a staple bare-hand interaction
method used for the Microsoft HoloLens [7], is activated
when the user lowers one’s index finger to a certain degree.
This makes it hard for users to discern when exactly the in-
put is activated. The existing gestures may seem sufficient
for the current AR environment, but they will not be able to
fully accommodate various interactions required for more
dynamic and advanced AR content.

In addition, the ambiguous input activation of existing ges-
ture interactions is not suitable for the user’s mental model.
When there is no explicit cue of input activation while per-
forming a mid-air gesture, users naturally try to compen-
sate for the lack. Again with the example of Air Tap ges-
ture, many users tend to bring their thumb and index fin-
ger together, even though the input is activated by lower-
ing the index finger. This discrepancy between the user’s
mental model and the recognition algorithm causes a time-
domain inaccuracy to occur when the user attempts an in-
put through AR HMDs.

Validating and improving interactions have always been
major issues in Human-Computer Interaction (HCI), but
research has only recently started to cover basic interac-
tion techniques for HMD-based environments. Moreover,
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most of them have focused on how to improve spatial point-
ing accuracy [2, 4, 8, 9] without considering temporal input
accuracy. Latest studies also emphasized the importance
of passive haptic feedback on interactions for HMD-based
Virtual Reality (VR) [1, 10] and AR [11], regarding spatial
accuracy. While Zhang et al. [12] proposed on-skin touch
interaction for HMD-base AR/VR, they mainly focused on
the touch detection technique.

In this study, we propose that gesture interaction using
finger contact can improve time-domain input accuracy
in HMD-based AR. By detecting the finger contact-when
a finger contacts with another finger or surface on one’s
own hand—input can be activated at the precise moment.
Through a user study, we demonstrate that using finger
contact and detecting the moment of finger contact in-
crease temporal input accuracy, user’s self-perception of
input, and user’s preference.

User Study Design

We conducted a within-subject user study to validate that
finger contact affects the temporal accuracy of input. In user
interfaces, the selection technique consists of three steps:
indication of an object, confirmation of selection, and feed-
back [5]. As we intended to compare confirmation methods
in this study, we controlled the indication technique to be
head pointing, which is most widely used in HMD-based AR
and completely independent of confirmation methods. Vi-
sual and auditory feedback to the selection was also kept
minimal as possible for all experimental tasks.

Three experimental conditions were set (Figure 1): the ex-
isting gesture interaction without finger contact (Air Tap,
AT), a similar interaction but with finger contact (Finger Tap,
FT), and using a physical button of a handheld controller
(PB). For AT, we adopted the gesture definition from Mi-
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crosoft HoloLens [7]: user points index finger upward to
make ready posture, and lower the finger to perform input
(Figure 1a). In this study, we set the input to be activated
when the length of the index finger seen from the egocen-
tric camera of HMD becomes 30% of that of ready posture.

In the Finger Tap gesture, the user also uses the index fin-
ger, but instead of lowering the finger, the user bends the
finger to touch the thumb (Figure 1b). The input activation
is defined by the contact of the two fingers, regardless of
finger posture. For FT of this experiment, we set the input
to be activated when the distance of the two fingertips be-
comes under 1.0 cm. In PB, we used a physical button of
a handheld controller that can be pushed with the index
finger to maintain three conditions as similar as possible
(Figure 1c).

With the experimental conditions defined above, four hy-
potheses were set.

» Hypothesis 1. Task completion time will decrease in
FT in comparison to AT.

» Hypothesis 2. Temporal accuracy of selection will
increase in FT in comparison to AT.

» Hypothesis 3. User’s self-perception on input activa-
tion will be more accurate in FT in comparison to AT.

» Hypothesis 4. User's mental load will decrease in FT
in comparison to AT.

Hypotheses 1-3 were tested with experimental tasks 1-3
each, and hypothesis 4 was tested with a post-condition
questionnaire. In all of the experimental tasks, the trial
number was adjusted to be moderate so that high fatigue
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Task 1 was set to the typical 2D object selection task (Fig-
ure 2a). 2D selection task, not 3D, was used since head
pointing is a 2D pointing technique around the user’s head.
After the cursor is positioned on the center, a target object
appeared in one of 8 directions chosen in random order.
Participants were asked to move the cursor to the target
and make the selection gesture as fast and accurately as
possible. The target disappeared shortly after the selection,
regardless of the cursor’s position. If the cursor was not on
the target, the trial was marked as failed. Participants com-
pleted 24 trials for each condition. Task completion time
was measured as a dependent variable. We expected that
any time difference incurred will be on account of the dura-
tion of each interaction technique, not the pointer movement
time since the pointing technique was controlled to be the
same. Therefore, point linger time—the duration of time that
the cursor remains on the target—was also measured.

The second hypothesis regarding temporal accuracy was
tested with the temporal pointing task [6] (Figure 2b). While
the cursor moved at a constant speed, participants were
asked to make the selection gesture on the most precise
moment as they can when the cursor was over the target.
In this task, spatial pointing with head orientation was not
considered. Participants had to anticipate the moment of
overlap from the visual cue and perform the selection ges-
ture accordingly. No visual feedback was given to the input,
and each trial ended when the cursor proceeded to the end
of the axis after passing the target. If the participant did not
make an input until the cursor reached the end, the trial was
marked as failed. Participants completed 15 trials for each
condition. The time difference between the cursor and the
target was measured as a dependent variable.

caused by mid-air interaction would not disturb the partic-
ipants too much. All interface objects were augmented on
the distance of 70.0 cm in front of the participant’s eyes.

Figure 2: Experimental tasks. The
represented graphics are only for
explanation and are not in scale.

The third hypothesis about user’s self-perception of input
was tested with a newly designed marking task (Figure 2c).
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Task 3 has two stages: selecting stage and marking stage. gestures rather than the exact recognition algorithm, es-
In the selecting stage, participants made the selection pecially when the Air Tap gesture is becoming a standard
gesture whenever they wanted while a cursor moved at a in HMD-based AR environment going beyond the bounds
constant speed along a scale bar. No visual feedback was of HoloLens. We recruited 18 participants (7 female, mean
given on the input, and head pointing was not considered age 26.17 years, SD = 4.20) from our institute, and paid ap-
likewise. In the marking stage, participants were asked to prox. 9 USD for roughly 1-hour experiment. To avoid bias,
recall the cursor’s position on the input as accurately as we sought participants with various levels of experience in
possible, and move the marker using a keyboard to the es- HMD-based AR.
timated position. No trial was marked as failed even if the
participant did not make an input until the cursor reached Figure 4 shows the summarized results. We excluded failed
the end; the cursor started over instead. Participants com- trials, system errors, and outliers from the analysis. All de-
pleted 15 trials for each condition. The distance between pendent variables, except raw-TLX score, were found to be
the cursor and the marker was measured as a dependent non-parametric (p < 0.05). A significant difference was
variable. This measurement was on the spatial domain be- found in the task completion time (x*(2) = 59.406,p =
cause the task objective was to recall the position on the :000) through Friedman test. However, Wilcoxon signed-
scale bar. rank test with Bonferroni correction applied revealed that
only PB had significantly shorter task completion time com-
Participants completed a practice session before the exper- pared to AT and FT, while AT and FT had a statistically
iment to make themselves familiar with the tasks. Mouse insignificant difference (7 = —1.719,p = .086) (Fig-
click was used as the selection technique in the practice ure 4a). Thus, hypothesis 1 was rejected. Pointer linger time
session, and the mouse was immovable. Participants were also showed a significant difference (x2(2) = 25.374,p =
also introduced to the gesture interactions beforehand. Par- .000), but the difference of pointer linger time between AT
ticipants completed three tasks and answered the raw-TLX and FT was statistically insignificant (7 = —.447,p =
questionnaire [3] for each condition. The orders of condi- .655) (Figure 4b). From Task 2, on the other hand, the
tions and tasks were balanced using Latin Square to pre- target-cursor time difference showed a significant differ-
vent the learning effect. After the experiment, participants ence (x%(2) = 101.769,p = .000) and FT had signifi-
were subject to a semi-structured written interview compar- cantly smaller target-cursor time difference in comparison
ing AT and FT. to AT (Z = —2.566,p = .010) (Figure 4c). A significant
difference was also found in marker-cursor distance from
Results Task 3 (x?(2) = 126.292,p = .000), and FT had sig-
We implemented the experimental system, as shown in nificantly shorter marker-cursor distance in comparison to
Figure 3. We used optical see-through AR HMD with a hori- AT (Z = —3.751,p = .000) (Figure 4d). Thus, both hy-
zontal field of view of 40°, connected to a desktop PC (Intel potheses 2 and 3 are accepted. Lastly, there was a statis-
Figure 3: The implemented (a) Core i7-6700K with NVIDIA GeForce GTX 1080). We did tically significant effect of conditions on the raw-TLX score
experimental system and (b-e) not particularly insist on using HoloLens in the system, be- (F(2,38) = 17.535, p = .000) through repeated measures
tasks. cause this experiment intended to compare the forms of ANOVA, but it was revealed that only PB had a significantly
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Figure 4: (a) Task completion time, (b) pointer linger time, (c) target-cursor time difference, (d) marker-cursor distance, (e) raw-TLX score.

lower score than AT and FT, rejecting hypothesis 4 (Fig-
ure 4e).

In the post-experimental interview, we asked the partici-
pants 4 questions. 17 participants (94.4%) answered that
they felt the difference between AT and FT. Participants
commonly mentioned physical load, the impression of ac-
curacy, naturalness to be the difference. 14 participants
(77.8%) answered that they preferred FT over AT. The
repetitive keyword was confidence in the input, easiness,
small and quick movement, and naturalness. P16 said,
"Finger movement was smaller with Finger Tap, and when
my index finger tapped on the thumb, | could feel that | per-
formed the input correctly." P8 thought, "Finger Tap was a
more natural and easy gesture to repeat.” Again 14 partic-
ipants (77.8%) answered that Finger Tap was more com-
fortable than Air Tap. Many participants mentioned lower
physical burden, smaller movement, and familiarity as the
reason. P7 answered, "Air Tap made my wrist hurt, but Fin-
ger Tap was easy and light," and P18 said that "Finger Tap

was less demanding." Lastly, 10 participants (55.6%) an-
swered that the input with Finger Tap felt more accurate
than that with Air Tap. P3 answered that, "With Finger Tap,

| knew | made an input when fingers met each other, but

I had no idea with Air Tap." P15 mentioned that "the ges-
ture | made was directly visible to me with Finger Tap." P18
said, "Finger Tap has a smaller gap between fingers, and |
think that makes shorter input delay," and P14 said, "Air Tap
had longer movement, making it difficult for me to guess the
input moment."

Discussion

As we have demonstrated through the experiment, the fin-
ger contact benefits users when input accuracy in the tem-
poral domain is required. Firstly, users can perform input
on a moment closer to their intention, as the result of Task
2 revealed. The target-cursor time difference of FT was
significantly shorter than that of AT, proving that FT outper-
forms AT in temporal accuracy. A finger contact activates
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input on the exact moment when fingers meet each other.
We believe that this characteristic contributed most to the
improvement of temporal accuracy. In the case of AT, in-
put activation may be inconsistent, making it difficult for the
user to perform input on the exact desired moment.

Secondly, users are more aware of the input when using
finger contact, as the result of Task 3 verified. FT showed

a significantly shorter distance between the cursor and the
marker compared to AT. That is, the participants recognized
their input activation more accurately in FT. The passive
haptic feedback that naturally occurs would have played a
major role, providing an explicit cue of the input and there-
fore making users more confident about the input. The im-
portance of haptic feedback also has been emphasized in
recent researches [1, 10, 11, 12].

Lastly, the finger contact decreases the user’s load. Partici-
pants repeatedly mentioned that AT had a relatively higher
physical load and felt unnatural. We also observed multiple
participants unconsciously making finger contact even in
the AT condition. While this behavior did not affect the ex-
perimental result since the recognition algorithm of AT was
independent of finger contacts, it supports our assumption
that FT will decrease the user’'s mental load than AT.

Gestures using finger contact will benefit not only tasks
that require fast and accurate inputs, such as games, but
also simple repetitive ones such as typing and multiple se-
lections. In immersive remote collaboration, finger contact
will deliver the collaborator’s interaction more explicitly. We
have demonstrated only one gesture using finger contact
in this experiment, but the concept of finger contact is not
limited to the presented Finger Tap gesture.

While our experiment revealed the advantages of gestures
using finger contact, it also had some limitations. The AR
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HMD used in the experimental system had a small range

of hand tracking. Participants, especially those with little
AR experience, had difficulties with keeping the hand in the
tracking frustum in both AT and FT conditions. We suppose
that the fatigue from holding an arm up for mid-air gesture
affected raw-TLX score more than the difference between
two gestures.

In addition, the detection of finger contact relied solely on
computer vision technology in the experimental system. To
the egocentric camera of the HMD the fingers can easily be
occluded, limiting the recognition accuracy of finger contact.
A different recognition technique may better display the ad-
vantages of gestures using finger contact. On this account,
a commercialized wearable sensor such as the smartwatch
can be utilized in the following study, even enabling the in-
teraction outside of the tracking range of the camera. Ac-
curate detection of finger contact will also enable a variety
of interactions, which was difficult with camera-based sys-
tems, for example, the double-tap gesture.

Conclusion

Starting from asserting the need for more accurate inter-
action techniques in the HMD-based AR environment, this
paper verified that finger contact improves time-domain in-
put accuracy through a user experiment. By using finger
contact, users can activate input on a more precise mo-
ment and perceive better about the moment of input. Post-
experimental interview responses also revealed that finger
contact improves user experience. Participants felt that it
is a more familiar and natural interaction method and were
more confident about the exact point in time in which their
input was activated. In our future study, we will improve the
detection of finger contact with wearable sensors and ex-
plore new interaction vocabularies with it.
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